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1. Introduction

Large automatically annotated treebanks can be a useful resource to estimate the distribution of lexical or syntactic phenomena in a language. For example, Bouma and Spenader (2009) use an automatically annotated version of the Twente News Corpus to study the distribution of weak and strong object reflexives in Dutch. Hinrichs and Beck (2013) use among other corpora the automatically annotated TuPP-D/Z corpus to study auxiliary fronting in German, and Samardžić and Merlo (2012) use an automatically parsed version of the Europarl corpus to study causative alternation.

In the computational linguistics community, applications such as GATE (Bontcheva et al., 2004) and WebLicht (Hinrichs et al., 2010) have been developed to make natural language processing tools available to the wider linguistic community. These applications offer a user-friendly interface, wherein the user can pick a chain of annotation tools and execute it on a text. The results of syntactic analysis can be searched and visualized using treebank search tools such as TIGERSearch (Lezius, 2002), ANNIS (Zeldes et al., 2009), INESS-Search (Meurer, 2012), Dact (Van Noord et al., 2013) and Tündra (Martens, 2013). Ideally, annotation and search are integrated, such as in the case of INESS (Rosén et al., 2012) or WebLicht plus Tündra.

However, current tools are often suboptimal for the construction and exploitation of large treebanks. In order to parse large amounts of text, it needs to be chunked into smaller parts and distributed among a large number of CPUs. This usually requires technical know-how of the parser being used and cluster batch management tools. In addition, the treebank search tools were often developed for smaller, manually annotated corpora, and do not scale to larger corpora.

In this paper, we present our latest work on scalability in WebLicht and Tündra, with the explicit goal of making construction and use of large automatically annotated treebanks available to the linguistics community. We then address the parts that still require development and relate our work to existing work, particularly INESS and GATE.

2. WebLicht

2.1. Introduction

WebLicht (Hinrichs et al., 2010) is an execution environment for natural language processing pipelines. It uses a Service Oriented Architecture (SOA) (Natis, 2003), which means that distributed, independent, RESTful web services are combined to form a chain for text analysis. Chains are constructed and executed using the web service chainer. This component constructs chains based on the profile of the input data and descriptions of web services in the form of CMDI metadata. The role of the chainer is three-fold: (1) it suggests which services can be added to the chain; (2) it checks whether a chain is valid; (3) it orchestrates the execution of the chain, which is done by sequentially sending POST requests to the services, where the body of the request to service $n + 1$ is the response of service $n$.

WebLicht uses services such as INESS-Search, Dact, and Tündra as their interchange format, although services that perform conversions to and from TCF are also provided. One important advantage of WebLicht’s SOA architecture is that it is very easy to add a new service: a CLARIN center hosts the service and adds the service metadata to its repository.

2.2. Scalability

Two aspects of scalability in the WebLicht infrastructure can be considered: the number of concurrent users and the size of the inputs that it can handle. The number of users that can be served simultaneously can be increased by introducing more concurrency in a service. The processing speed of large inputs can be improved by introducing parallel processing. Obviously, there is interaction between both types of scalability in that both compete for CPU time.

Since most WebLicht services are implemented using JAX-RS and deployed in a Java servlet container, they provide the first type of scalability by allowing concurrent requests. However, services typically do not do any resource management. Consequently, sending a large number simultaneous requests can lead to resource starvation. Additionally, these services do not perform parallel processing at the request level.

Due to WebLicht’s service-oriented architecture, it is difficult to address scalability in the web service chainer. In order to do so, it would need to know how to split up an input into chunks, what the properties of the wrapped text analysis software are, and what resources are available to a web service. This would complicate the architecture of WebLicht significantly, for a small number of services which have heavy processing requirements. Instead, we opted to provide building blocks for scalable services, which can be used to make existing services more scalable when necessary, without making any changes to the WebLicht architecture. In the next section, we discuss these building blocks, which form a distributed task queue.
2.3. Distributed task queue

The principle of a task queue is simple: a client can post tasks on the queue, while workers pop tasks off the queue and perform them. In a distributed task queue, different physical machines can act as workers. The distributed task queue that we use, Jesque\(^1\), is a small wrapper around Redis\(^2\). Redis is a key-value store that can store strings, lists, sets, ordered sets, hash tables, and HyperLogLogs as values. Since Redis provides commands to push and pop items from both sides of a list, Redis key-value pairs can act as a distributed task queue, where the key is the queue name and the list-typed value the queue. A task is queued by pushing a value to the left side of the list and a task can be taken from the queue by a worker by popping the rightmost list element.

Using such a queue, we can easily obtain both request concurrency and parallelization within a request. If two requests are made at the same time, both lead to creation of tasks that are put in the queue. If there is more than one worker, these tasks are processed concurrently. Parallelization within a request is achieved by applying a chunker to the input and creating a task for each chunk, which results in parallel processing of the chunks if more than one worker is available.

2.4. Worker crashes

The task queue described above is not resilient against worker crashes. When a worker starts processing a task, the task is no longer stored in Redis which can result in a task being lost if a worker crashes. To solve this problem, we implemented durable queues. We use Redis transactions to implement a new command that stores a task on an in-flight list when it is popped from the queue and handed to a worker. The worker removes its task from the in-flight list when it has successfully completed it.

If a worker is able to shutdown gracefully when it crashes, it can requeue its task and remove it from the in-flight list. Otherwise, the task will remain on the in-flight list. We run a separate process that regularly checks the in-flight lists and requeues tasks if a worker has crashed.

2.5. Fair scheduling

Another remaining problem with the task queue is that tasks for long inputs are in the same queue as tasks for short inputs. Consequently, tasks from long inputs can block those from short inputs. Jesque allows a worker to poll multiple queues. We exploit this functionality to create \(n\) different queues for a particular service. When the service gets a request to process an input, we split it in chunks of a fixed size, and create a task for each chunk in the \(n\)th queue, where \(n = \log_{10}(|S|)\) and \(S\) is the set of sentences in the input. In other words, the tasks are queued based on the order of magnitude of the input. Since Jesque workers poll each queue in turn and we use a constant chunk size, we are effectively applying fair scheduling (Kay and Lauder, 1988) at the queue level.

2.6. Input chunking

To accommodate parallel processing, a web service should not submit a processing request as one task. First of all, because larger tasks could saturate all the workers. Second, because it does not allow parallel processing of a request if workers are idle. For this reason, we provide a library for splitting TCF in chunks at a sentence-level granularity. The library also performs the orchestration. The implementer of a service only requests submission of a TCF corpus and gets an iterator over the processed results.

2.7. Evaluation

To evaluate the performance of the distributed task queue, we benchmarked the updated Malt web service in a common deployment scenario. In this test, we install Malt workers on two VMs on the same physical machine. Both instances used Kernel Virtual Machine (KVM) virtualization and provided 4 cores (Intel Xeon X5650 2.67GHz). We then parsed Schatz im Silbersee (15,324 sentences/238,592 tokens) using 1, 2, 4, 6, and 8 cores with the updated service. When an even number of cores is used, an equal number of cores are used on each virtual machine. Figure 1 shows the results of this small experiment. We can clearly see that parsing performance scales nearly linearly with the number of cores.

Since we were happy with these results, we have deployed this architecture in our production versions of the Malt and Stanford parsers. In the meanwhile, we have used the distributed Malt parser to process 30 million sentences from the German Wikipedia.

In the future, we plan to test scenarios where the workers are on different physical machines within the same rack and a larger number of CPUs, by deploying the services in a computing cluster.

![Figure 1: The number of sentences processed per second per number of cores. Measurements were made in two quad-core KVM virtual machines, running on an Intel Xeon X5650 2.67GHz.](http://gresrun.github.io/jesque/)

\(1\) http://gresrun.github.io/jesque/
\(2\) http://redis.io/
3. Tündra

3.1. Introduction

Tündra is a web application for searching and visualizing treebanks (Martens, 2013). It supports constituency and dependency treebanks and uses the TIGERSearch query language. Tündra uses BaseX (Grün et al., 2007) to store treebanks, which is an XML database engine that supports the XQuery language. It indexes the attribute values of XML documents and performs query optimization such that indexes are accessed before processing the remainder of a query. Tündra translates TIGERSearch queries to XQuery, which is then processed by BaseX.

3.2. Scalability

Tündra was originally developed for large manually annotated treebanks, such as TuBa-D/Z (Telljohann et al., 2004). We encountered some scalability issues when using larger corpora in Tündra, such as the Wikipedia treebank mentioned in Section 2.7.

3.3. Initial query processing time

The first issue encountered was that the initial processing time was often very long when running a query. BaseX can return matching nodes as they are found, allowing Tündra to show matches while the query is still running. However, if the indexes are not in the operating system’s page cache, they have to be read from disk into memory. To demonstrate this overhead, we run the query "sehen" >OBJA #o on the databases in Table 1. The results on a Mid 2011 iMac (2.7 GHz Intel Core i5, 8GB RAM) are shown in Table 2. As we can see, BaseX scales linearly on this query when the pages are in the page cache (Hot) and when they are not (Cold). However, the time to read the database into memory is very large compared to the actual running time, giving the initial delay when running the query on a large database.

<table>
<thead>
<tr>
<th>Chunks</th>
<th>Sentences</th>
<th>Size (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7214</td>
<td>43</td>
</tr>
<tr>
<td>10</td>
<td>70770</td>
<td>407</td>
</tr>
<tr>
<td>100</td>
<td>748209</td>
<td>4237</td>
</tr>
</tbody>
</table>

Table 1: Sizes of our benchmark test sets. Each chunk consists of approximately 7,000 sentences from the German Wikipedia that were parsed using the following WebLicht chain: To TCF Converter, IMS Tokenizer, OpenNLP POS Tagger, IMS Morphology (RTTagger), Malt Parser, Berkeley Parser, and SepVerb Lemmatizer. The indicated sizes are the on-disk sizes of the BaseX databases.

To solve this problem, we removed instances where BaseX was directly accessed in the Tündra code base. Instead, we use a very generic treebank interface. We then follow the same approach as used by Dact (Van Noord et al., 2013).

\[ \text{Chunks Cold (ms)} \quad \text{Hot (ms)} \quad \Delta \]

<table>
<thead>
<tr>
<th>Chunks</th>
<th>Cold (ms)</th>
<th>Hot (ms)</th>
<th>Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1506</td>
<td>62</td>
<td>1444</td>
</tr>
<tr>
<td>10</td>
<td>9619</td>
<td>502</td>
<td>9117</td>
</tr>
<tr>
<td>100</td>
<td>80424</td>
<td>4985</td>
<td>75439</td>
</tr>
</tbody>
</table>

Table 2: Timings for running the query "sehen" >OBJA #o. The cold timings indicate the processing times when the database blocks are not in the operating system’s buffer cache.

4. Related work

This section discusses some overlapping capabilities of WebLicht and Tündra with work done in other projects.

\[ ^3 \text{Release 9 contains 85,000 sentences.} \]

\[ ^4 \text{This query finds all nodes with a direct object relation with nodes that have sehen as their token, lemma, category, subcategory, or part-of-speech.} \]

\[ ^5 \text{In the current version 100,000 matched nodes.} \]
We limit the discussion to scalability, since scalability is the focus of this paper. We concentrate on two well-known projects: GATE and INESS.

GATE (Bontcheva et al., 2004) allows users to build and run NLP processing pipelines. The GATE approach differs from WebLicht in that it allows much more customization and retraining of individual tools. However, learning how to use GATE may be prohibitive for novice users. Since GATE normally runs on a user’s own machine, they are responsible for scaling GATE themselves. Alternatively, GATE can be used as a commercial Cloud solution, but this requires the user to pay per hour of processing time.

INESS (Rosén et al., 2012) has rich support for treebank search and visualization. One particularly nice feature of INESS is its support of parallel corpora, which is not available in Tündra. INESS-Search also uses indexing and query optimization (Meurer, 2012) to process queries quickly. However, the authors do not report on results with treebanks at the scale of e.g. Wikipedia. Whereas WebLicht allows end users to construct custom processing chains, INESS currently offers only authorized annotators a web interface and tool chain for preprocessing, parsing, and disambiguating large texts towards the construction of LFG treebanks.

5. Availability and future work

WebLicht users can immediately benefit from most of the improvements described in this paper. The Malt and Stanford services parsers hosted in Tübingen have been modified to use the distributed task queue. Since parsers are usually the heaviest services, this speeds up the processing of frequently-used parsing chains significantly. The first release of Tündra that hosts a dependency-parsed version of the German Wikipedia is also available.

One remaining problem is that WebLicht’s workspaces are currently bound to a user session. While this works fine for e.g. parsing a novel or a month of newspaper text, a user cannot be expected to keep their browser tab open for days or even weeks to process very large corpora. We plan to modify WebLicht to support such scenarios as well, by allowing the user to log in at a later time to monitor progress or view the results. In the meanwhile, corpora that are too large for interactive processing can already be submitted by more technical users using WebLicht as a Service (WaaS).

6. Conclusion

In this paper we have discussed recent advances in the scalability of WebLicht and Tündra. These improvements make it possible for linguists to construct and exploit large automatically annotated treebanks.
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