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Svala: SVenska som Andrasprak — Lankning och
Annotering (Swedish as a Second Language —
Linking and Annotation)

1. Correction (normalisation) of learner text and
annotation of corrections are separated

2. A parallel corpus of the learner and corrected
texts 1s automatically generated
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Target text:
Examples always highlight lots of features

Examples always highlight lots of features

Anonymisation with Svala

My name is Marjan and | live in Vasterds with my family.
| firstname:female | e Ly -5y E|
My name is firstname:female and | live in city-SWE with my family.

Error coding in Svala is made in three steps

1. Error correction (normalisation) of the learner
text according to the target hypotheses.
Automatic alignment

2. Manual alignment of unattached or misaligned

links

3. Annotation of corrections

0. Initial alignment
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1. Automatic alignment after error correction
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2. Manual alignment
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3. Annotation of corrections
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